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Toxic behavior is known to cause harm in online games. Players regularly experience negative, hateful, or
inappropriate behavior. Interventions, such as banning players or chat message filtering, can help combat toxi-
city but are not widely available or even comprehensively studied regarding their approaches and evaluations.
We conducted a systematic literature review that provides insights into the current state of interventions
literature, outlining their strengths and shortcomings. We identified 36 interventions and qualitatively analyzed
their approaches. We describe the types of toxicity being addressed, the entities through which they act, the
methods used by intervention systems, and how they are evaluated. Our results provide guidance for future
interventions, outlining a design space based on known systems. Furthermore, our findings highlight gaps in
the literature, e.g., a sparsity of empirical evaluations, and underexplored areas in the design space, enabling
researchers to explore novel directions for future interventions.
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tive games; • General and reference → Surveys and overviews; • Human-centered computing →
Collaborative and social computing.
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1 Introduction
Toxicity is a problem that plagues players and developers of most multiplayer games [55, 56].
The problem first found its way into academic literature with work by Dibbell in 1994 [19]. The
Anti-Defamation League presented a critical report in 2022 [56], which revealed that five out of six
adults (86%) have experienced harassment in online play. This is problematic at a large scale, as
toxic actions disrupt the players’ enjoyment and performance and can result in lasting harm [76].
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While game developers, researchers, and players recognize the problem and have started combating
toxicity, it has not been solved but has instead grown in severity.

One approach for dealing with toxic behavior and its effects in multiplayer games are intervention
systems. We define an intervention system as any digital system component that helps combat
toxicity or its effects. Many of these approaches have been common in commercial games for a
long time, such as reporting a player in a session, banning them from the server, and automated
systems to monitor player behavior (e.g., detection of harassment, hate speech, or disruptive
behavior) [63, 70, 73, 89]. In addition to approaches in commercial games, there is also intervention-
focused work in academic research that helps combat toxic behavior. For example, prior work
has proposed new interventions (e.g., [13, 58, 72]) or analyzed the efficacy of existing approaches
(e.g., [11, 26, 96]). There is evidence for the value of interventions in non-gaming contexts [25],
commercial games [69, 81], and games research [76]. Despite the interest in toxicity interventions
from diverse stakeholders who hold in common the desire to prevent and mitigate harm, and
despite the awareness that addressing toxicity is a priority for game companies and communities
alike, efforts to combat toxicity have not yet seen widespread success. The companies, researchers,
communities, and players who aim to combat toxicity would benefit from a shared strategy and a
culture of cooperation and information exchange—echoes of which are seen in organizations like
the Fair Play Alliance1—to work toward a common goal. The problem is that designers, researchers,
and policymakers have little guidance about which approaches to implement in a game, how to assess
the effectiveness of interventions, or which directions of intervention development hold the most promise.
While there is valuable literature about toxicity intervention, there is not yet much synthesis of this
work. In this paper, we build on our work-in-progress [103] and further analyze the same dataset to
provide an in-depth overview of research about interventions for game toxicity, to answer several
novel research questions (see Section 3), and to create a framework of intervention approaches,
and to expose promising innovation directions.

We have conducted a systematic review of prior work on intervention systems for toxic behaviors,
based on a protocol aligned with the PRISMA-P standard [71, 86] and pre-registered on OSF. Using
a systematic database search, we collected literature on papers that discussed addressing toxicity
through intervention systems. After abstract screening, full-text screening, and several rounds
of discussions, we identified 36 intervention systems in 30 papers. Through thematic analyses,
we mapped different approaches along research questions and into overarching themes guiding a
design space for interventions and their evaluation approaches.

In our analysis, we defined themes for types of toxic behavior (general and targeted toxic behavior),
the sites through which intervention systems act (player and platform), and methods used by
intervention systems (empowering, supporting, priming, sanctioning, and detecting), mapping a
design space for intervention systems. We further found that most systems act only after toxicity
has occurred, highlighting gaps in preventative approaches, while also focusing on proposing novel
instead of analyzing existing approaches. When analyzing evaluation practices, we map different
approaches to evaluation, while also highlighting gaps in evaluation with players and in commercial
settings.

Overall, these results show that there are gaps in the design space of toxicity interventions and
their evaluation designs. Through this systematic literature review, we provide insights into the
state of toxicity intervention literature and provide guidance that can inform future intervention
designs by enabling researchers to explore novel directions.

1https://fairplayalliance.org/
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2 Background
2.1 Toxicity
Toxic behavior is a common occurrence in online spaces. While one might expect that the playful
nature of games makes them an exception, nothing is less true. Many, if not all, online games suffer
from toxicity in their communities. Toxicity is an umbrella term used to describe a collection of
negative behaviors [97]. It is difficult to precisely define what toxicity is, as the context of the
behaviors, and even the offline environment of the community members play a large role in its
perception [48]. Furthermore, where a certain type of behavior could be considered acceptable in a
group of adults, the social rules are different for other groups, such as when children are in the
context. Lastly, the meaning of toxicity depends on the context of the game. Certain actions could
be considered normal or even an important gameplay element in one game, while being considered
negative in another. For example, it is a core gameplay element in the game Rust [91] to kill other
players, raid their houses, and destroy their belongings. While essential in this game, such actions
could be considered toxic in other games. In practice, we consider behavior to be toxic if it violates
the rules and social norms that apply in the game and community it occurs in [6].
Both players and game developers suffer from the negative impacts of toxic behavior. Players

experience loss of enjoyment [97], lower in-game performance [7, 47, 107], distress [26], a sense
of losing control [76], and on a larger scale diminished quality of community feel due to toxicity
enabling more toxicity [49]. Game developers are not excluded from the negative effects of toxicity.
It harms user retention [34], which is crucial in online games. Further, having a toxic community
creates a negative association with the game, making it harder to attract new users [40, 65]. The
online disinhibition effect is often cited as a strong driver of toxic behavior in online spaces [92]. This
effect causes a lack of restraint when communicating in online spaces as compared to communicating
face-to-face. Combined with the fast-paced nature of online video games, competitiveness and lack
of consequences result in a high probability for repeated toxic behavior [47]. Prior work by Beres
et al. [6] demonstrated that players with higher toxic online disinhibition and moral disengagement
perceive behavior as less toxic. This highlights that subjectivity complicates this problem because
different types of toxicity may be perceived as differently severe and thus potentially also require
different interventions. In our study, we examine which types of toxic behaviors intervention
systems attempt to combat (RQ1).

2.2 Intervention Systems
Intervention systems are an important part of combating harm, e.g., by helping detect, sanction, and
in some cases prevent toxicity. More broadly, outside of an HCI & Games context, intervention
systems are often understood as prevention strategies. For example, they have been studied and
applied against undesirable human behavior ranging from broad social and emotional problems
to specific issues like substance abuse and crime [3, 38, 66]. A large body of research focuses
on education systems in the United States of America. This research has identified the need for
well-timed and continued presence of interventions [66], the need for behavioral change, and
the forming of positive social relationships [3] as important elements in successful strategies.
Similarly, intervention systems are a prominent topic in research on online content moderation
(often outside of game contexts), i.e., mechanisms to facilitate cooperation and prevent abuse
[36]. Due to the differences in culture and dynamics of gameplay affecting how interventions will
affect player experience, interventions are different in the games context, highlighting the need to
specifically investigate research on interventions in this context. However, non-game moderation
research provides useful lenses for our analysis. Joseph Seering [82] discusses two perspectives in
moderation research: That of the platform and policies, and that of the community. We are similarly
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interested in understanding through which vector (we call these sites) game toxicity interventions
act (RQ2).

2.3 Moderation
The existence of different moderation methods has been well documented in the context of content
moderation with trade-offs in moderation design [44]. This aligns with work by Seering et al. [83]
who explain, based on deterrence theory, that multiple different approaches to moderation (e.g.,
chat modes restricting the ability to post certain content vs reactive bans) can reduce the spread of
different types of behavior. We similarly study which methods are used by interventions in games
(RQ3). Seering et al. [83] further differentiate two styles of moderation tools: proactive and reactive
systems. Proactive systems prevent certain behaviors while reactive systems apply a punishment
after a certain behavior occurs. In RQ4, we similarly explore this, investigating if intervention
systems act before or after harm. Yen et al. [108] identified a collection of works that investigated
the influences of sanctions on community users and found that they often highlight a flaw in
current reactive approaches. These approaches appear to be ineffective at encouraging prosocial
behavior. This is problematic, because real world intervention studies suggest that this is essential
in an effective system. In the context of online harm, Feinberg and Robey [23] and Tanrikulu [95]
published guidelines and a literature review of prevention strategies for cyberbullying. While
cyberbullying is related to toxicity in online video games, most cyberbullying research does not
specifically focus on games and their specific dynamics. In the broader context of cyberbullying,
interventions often focus on preventing active, intentional bullying [95], e.g., training programs
including awareness and empathy guided by the theory of planned behavior [2, 16]. Such directed
prevention strategies may be valuable for directed toxicity, but not necessarily effective for other
types of game toxicity, e.g., flaming due to frustration. In this paper, we review interventions in the
context of game-based toxicity to provide a broader overview of the approaches.
By designing systems or game elements that actively prevent toxicity or by creating reactive

systems that monitor behavior and enforce rules, game developers can prevent harm and exposure.
Many intervention methods have been proposed, addressing different types of toxic behaviors and
using multiple methods and approaches to intervene. For example, Blackburn and Kwak [8] evaluate
toxicity prediction, i.e., predicting if messages are toxic, which can be used to apply sanctions to
misbehaving players. Another possible approach is demonstrated by Reid et al. [76], who suggest
supporting the victim instead of punishing the perpetrator. Work by Kou and Gui [52] investigates
reporting systems, which is a common way of addressing toxicity. These works demonstrate that
many approaches currently exist within academic literature.
In summary, many elements of moderation and intervention have been researched in different

fields. Further, various intervention approaches and evaluation strategies exist in academic literature.
However, no work has currently explored interventions for online games at large, analyzing their
approaches, design elements, and evaluation practices.

3 Research Aims
With our work, we assess the current state of the literature on intervention methods for toxic
behaviors in online video games. We aimed to answer the following research questions:

• RQ 1: Which types of toxic behaviors are interventions aiming to combat?
• RQ 2: What sites are researchers using to combat toxicity?
• RQ 3: What methods are used by intervention systems?
• RQ 4: Are interventions applied before or after harm from toxic behavior occurs?
• RQ 5: How are researchers evaluating the effectiveness of their intervention systems?
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• RQ 5.1: What metric do authors use to evaluate their interventions?
• RQ 5.2: Do authors evaluate existing or novel interventions?
• RQ 5.3: Do authors evaluate their interventions in realistic settings?

4 Methods
We conducted a systematic literature review and designed a review protocol based on the PRISMA-P
guidelines [86] using keyword definitions and anchor papers to guide a database search in abstracts
and titles. The results of this database search were de-duplicated, resulting in 1176 unique papers
that were screened for inclusion and 1146 papers that were subsequently removed. The remaining 30
papers were then coded according to their characteristics. This review protocol was pre-registered
on OSF and is described below. Figure 1 displays the workflow used to gather the studies in our
study.

4.1 Toxicity Scope, Keywords, and Anchor Papers
While defining the scope of our study, we followed the umbrella term definition by Türkay et al.
[97], capturing various forms of negative behaviours exhibited by players in online environments.
We included the following behaviors while defining our search query: harassment, abuse, hate
speech, insulting, griefing, trolling, offending/offensive behavior, inappropriate behavior, dark
participation, and abusive behavior. This builds on prior work that investigated different aspects of
toxic and harmful behaviors [6, 47, 53, 97] to provide a more expansive coverage of the term. In
contrast, we left out behaviors such as cheating and botting, as well as associated interventions,
such as anti-cheat systems. While those behaviors can be toxic [74], they are often not intentionally
harmful to users. For example, a reason for cheating could be to more quickly progress the players’
own account or character, with the negative experience for others being a side effect. We used this
scope to guide our search to collect a broad sample of toxicity research covering different aspects
of behavior that harm other players and accordingly used them to define the keywords.

The keywords were selected to cover the behaviors we defined as our scope earlier in this section,
and were modified to be searchable in their different tenses and variations by applying wildcards.
These wildcards allowed us to capture variations of common words used to describe toxicity, e.g.,
harass* to capture the terms harass, harassed, harassment, and harasser.We also added keywords to
limit the scope to online multiplayer games.With these keywords, we defined the following database
search query: (toxic* OR harass* OR hate* OR insult* OR grief* OR trol* OR offen* OR
inappropriate OR “Dark Participation” OR abus* OR flaming) AND (“multiplayer game”
OR “multiplayer games” OR “multiplayer gaming” OR “online game” OR “online games”
OR “online gaming” OR “online play” OR esports OR “e-sports” OR “competitive
game” OR “competitive gaming" OR “competitive games" OR “video games” OR “video
game” OR “video gaming” OR MMO OR MOBA OR FPS). This query was adapted to work for
the different databases and applied based on abstracts and titles (full queries are available in the
pre-registration document).
Further, we selected a set of 10 papers that matched our defined scope during our initial ex-

perimentation with the search terms. These papers were used to verify the completeness of our
search results before the application of our inclusion criteria. We made a conscious effort to create a
diverse selection of works that aim to combat toxicity. Eight of these matched our selection criteria
and acted as anchor papers for the inclusion: Reid et al. [76], Kou and Gui [52], Canossa et al. [13],
Murnion et al. [64], Märtens et al. [65], Kou [50], Blackburn and Kwak [8], and Kaiser and Feng [45].
We selected these papers because they describe different approaches and goals to combat toxicity,
covering different authors, fields, databases, and publication years. This was necessary to ensure
broad coverage of the corpus, as we would later feed these papers to our ML assisted screening
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software. Two papers about toxicity were selected to test if the query reached relevant toxicity
literature: Kowert [53] and Kordyaka et al. [47]. All anchor papers should appear in the database
search but these latter two papers would ultimately be excluded from the review. Thus, they served
as exclusion anchor papers, as they match the topic because they describe fundamentals of toxicity
but do not propose an intervention system. We used these papers to test the database query and to
seed the active learning model used in the abstract screening phase.

4.2 Database Search
We selected four electronic libraries containing HCI & Games research: ACM Digital Library: The
ACM Guide to Computing Literature (the full collection), IEEE Xplore, Scopus, and Web of Science.
We limited our search to a date range from 1990 up to and including 2022. This date range was
selected as it goes beyond our first known instance of toxicity research [19], up to the point when
our data collection started. These collections returned an initial set of 1906 records. We imported
this collection into the Zotero Reference Manager, which identified 730 duplicates that we excluded
before we started the screening process. To test the query and comprehensiveness of the database
search, we verified that our results included the 10 anchor papers described previously; all anchor
papers were present in our collection.

We also observed that the ACM Digital Library provided us with a result that did not meet our
search criteria. While our search query was limited to the abstract and title of the papers, in this
specific case, our query would be matched with a small sample of the work’s full text. We were
unable to detect any such discrepancies for the other databases. This discrepancy concerned a
single item by Tally et al. [94]: it did not fully match our toxicity keywords in the abstract or title,
yet was still put forward by the ACM Digital Library search engine. We initially discussed including
this paper. However, we removed it during full-text screening, as it did not meet the inclusion
criteria (as defined in Section 4.3).

4.3 Abstract Screening
After de-duplication, we had 1176 papers left that were eligible for abstract screening. For this
initial screening phase, we defined inclusion and exclusion criteria based on what was relevant
for our review, i.e., any game-related work focusing on toxicity and describing a digital system
component, also allowing works that focus on the broader ecosystem around games (e.g., publisher
website, Discord community, or Steam community). We excluded works that describe offline or
non-digital games, do not include a digital component, or do not explicitly focus on toxic behavior
(as defined by our keywords). When we were unable to make a decision based on the abstract alone,
we verified eligibility by screening the full text. Our full inclusion criteria were as follows:

(1) We consider any game-related work focusing on toxicity. As toxicity is generally used as an
umbrella term, we include a variety of behaviors that has been considered part of toxicity
such as, but not limited to: harassment, abuse, hate speech, insulting, griefing, trolling,
offending/offensive behavior, inappropriate behavior, dark participation and abusive behavior.

(2) We include works that describe user-sourced toxicity prevention (e.g. clever or unintended
use of in-game systems)

(3) The work has to describe a digital system component, including but not limited to:
(a) Tools
(b) Algorithms
(c) AI models
(d) Design approaches
(e) We allow human-in-loop systems, e.g., moderators, tribunal (League of Legends)
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(f) We include text-based components, e.g., Terms of Service prompts, loading screen messages
(4) In addition to components integrated directly in games, we also include components inte-

grated in the broader ecosystem of games, e.g., publisher website or Discord
(a) We do so as communities often form outside of the main game application.

Our selection process was further guided by the following exclusion criteria:
(1) Work describes offline games
(2) Work describes non-digital games
(3) Work does not include a digital component
(4) Work does not have toxic behavior (as defined by our terms) or the addressing of such

behaviors as its main subject.

Fig. 1. Process of the review’s search and selection stages, with results across the different steps.

We applied tool-assisted screening with active learning techniques using ASReview [99], which
is an active learning tool aimed at helping authors throughout the title and abstract screening
phase of systematic literature reviews. This approach reorders the set of items to review based
on relevance, thus prioritizing work that is more likely relevant. In combination with carefully
chosen stopping criteria, it can therefore reduce the number of papers to review while ensuring
that the likelihood of missing relevant papers is low. Active learning approaches benefit from being
initialized with labeled examples. For this, we used our anchor papers and an additional set of 10
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random papers from our initial set of search results. The first and the last author both screened
the abstracts of these random papers independently before they met and discussed their results.
Both authors agreed on all papers regarding if they should be included. Based on this, we had 20
labeled papers (containing 8 relevant papers and 12 irrelevant papers), which were imported into
ASReview to guide its ordering process.

The first author then screened the remaining abstracts until the previously defined stopping
criteria were met. Our pre-defined stopping criteria were data-driven and stated that we stopped
screening when a pre-defined number of papers were all excluded without a single relevant paper.
We defined this number at 10% of the dataset (i.e., 118 papers). This threshold was reached after
screening 488 abstracts, at which point we stopped the screening process. Based on benchmarks
performed by the developers of ASReview, we can on average expect to reach 95% recall after
screening at best 8% and at worst 36% of the collection size [24, 99]. As we processed 42% of our
initial collection we are confident that we extracted the significant majority, if not all relevant
works while keeping the time requirement for the screening process manageable. The resulting
collection consisted of 38 papers.

4.4 Full-text Screening
The 38 papers selected in the abstract screening were then reviewed in full-text screening. During
this phase, we verified eligibility once more, resulting in 8 more papers being excluded because
they did not meet the inclusion/exclusion criteria. Common exclusion reasons included: 1) not
providing a concrete tool, e.g., [35, 54] and 2) not focusing on toxicity, e.g., [37, 41]. After this,
we had 30 relevant papers in our data set. From these papers, we extracted information using a
pre-defined data extraction sheet. This extraction sheet consisted of 36 fields and questions such
as “Paper Title”, “Publication Year”, and “What method is used to reduce toxicity - Article Definition”.
Through the use of this sheet, we identified separate intervention approaches in each paper (e.g.,
seven interventions in [76]). With this process, we identified 36 unique intervention systems that
we further analyzed. Figure 1 displays the entire process and results across the steps.

4.5 Analysis
After the full-text screening of all selected papers and finalizing the data extraction, we conducted a
thematic analysis informed by the umbrella definition by Braun and Clarke [9] and further guided
by Byrne [12]. The goal of this thematic analysis was to assess the current state of literature on
intervention methods for toxic behaviors in online video games. The first author was already
sufficiently familiar with the data after having read the papers. Throughout the reading, they
iteratively and inductively coded the information about the interventions according to the data
extraction sheet using semantic and latent codes. For each column in the data extraction sheet, a
section of text was extracted as a semantic code (most commonly from the introduction, method,
results, or conclusion sections). This was placed in the “article definition” field. The first author
then interpreted this text and formulated a latent code that was more uniform with the rest of
the papers, creating a first basic coding. This code was placed in the “interpreted definition” field
for each question in the extraction sheet. For example, for the question ‘‘What method is used to
reduce toxicity” the data extraction sheet featured “To help protect its younger users by providing a
family-friendly experience, [the publisher] needed a way to be able to filter out vulgarity in real time
from all the instances where users are given the opportunity to submit text” [18]. This was labelled
with the code “Chat Filtering”.

After initial coding, the first and last author met to discuss the coding. This resulted in a second
iteration of the coding approach, where we revised columns in the extraction sheet and defined a
set of deductive codes for some of the columns. These deductive codes were required to answer
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some of the research questions. For RQ4 (“Are Interventions Applied Before or After Harm From Toxic
Behavior Occurs?” ), we coded interventions as approaches based on when they are applied. We
coded approaches as after toxicity if the intervention was applied after toxicity had already affected
another player. We categorized interventions as before if they worked without a specific instance
of toxicity affecting other players. An example of this would be chat filters [18], which are applied
after a player makes a toxic remark, but before another player is affected by this. Importantly,
we coded ambiguous approaches as after even if they had proactive components but relied on
toxicity having occurred (e.g., blocking other players will prevent further exposure but only after
the toxicity has already affected the targeted player). We make the distinction between before and
after toxicity because acting before toxicity occurs has the benefit of preventing the occurrence of
harm and lowering the chance of repeated negative behavior or acts of retribution. For RQ 5.2 (“
Do Authors Evaluate Existing or Novel Interventions?” ), we assessed the prevalence of research that
provides new technical systems in comparison to understanding commonly used approaches. We
coded the approaches as either existing—if the intervention already existed and was evaluated in
the paper, e.g., [50, 96]—or as novel—if the intervention was proposed as a novel system as part
of the paper, e.g, [29, 90]. Lastly, for RQ 5.3 (“Do Authors Evaluate Their Interventions in Realistic
Settings?” ), we coded approaches as evaluated with players if they were evaluated with player
feedback (e.g., in a user study, with forum comments, or through voluntary player reports [10, 26]).
We coded them as not evaluated with players if no such evaluation was performed. This is often
the case for machine learning-based intervention systems, which are generally evaluated through
statistical analysis of classification accuracy, e.g., [17, 72]. Furthermore, we coded interventions as
based on commercial settings if they were created with or applied to data from a commercial game
or platform, e.g., a League of Legends dataset [67]. We applied the code not based on commercial
settings if the intervention method has not been applied to such a setting, e.g., instead, it was
applied in a custom game designed for the experiment [29].

After this second round of coding, the first and last authors met several times to discuss codes and
overarching commonalities and generate an initial set of themes. This involved affinity mapping
in-person and with digital tools, as well as a discussion of the data and generated themes. In our
analysis, we also allowed codes (and thus intervention systems) to contribute to multiple themes,
e.g., a system focusing both on player mood and reducing exposure [76] was added to both those
themes. Then, the remaining authors reviewed the themes with subsequent meetings to discuss
them. Through this, we refined the groupings and defined the final themes. We generated separate
sets of themes for RQs 1–3 and RQ 5.1. Based on these, the themes were developed as groupings for
different types, sites, methods, and metrics relating to the toxicity interventions. These all aligned
with our goal of defining a framework for toxicity interventions. Finally, through analysis of the
theme-based groupings, we answered the research questions.

5 Results
In this section, we present our findings. Table 1 provides descriptions of each of the intervention
systems in our study. This table also acts as a reference guide for specific interventions using the
intervention IDs, as seen in Tables 2-5.

5.1 RQ 1: Which Types of Toxic Behaviors Are Interventions Aiming to Combat?
Within the umbrella term that defines toxicity, we have categorized two overarching types of
toxicity. While assigning a severity level to a certain behavior is challenging, there are differences.
The first theme we defined is general toxic behavior. The second theme consists of targeted attacks
against an individual, which are more harmful and never acceptable.
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5.1.1 Targeted Toxic Behavior. During our thematic analysis, we defined a theme of works that focus
on addressing targeted attacks, including harassment and identity-based attacks. We distinguish
this behavior from common toxicity by the frequency and aim of the attack.
The first sub-theme within targeted toxic behavior is harassment. A clear example of this is

cyberbullying of other players in online games, which is behavior that was commonly addressed in
what we consider toxicity research now. The term cyberbullying as defined by Smith et al. [88]
means “An aggressive, intentional act carried out by a group or individual, using electronic forms
of contact, repeatedly and over time against a victim who cannot easily defend him or herself”. In
this sub-theme, we also find works such as those by Murnion et al. [64] and Vo et al. [102], who
describe prediction systems that aim to detect cyberbullying through text analysis. Other work
by Canossa et al. [13] analyses in-game behavior to predict multiple toxic behaviors, including
harassment. Lastly, work by Märtens et al. [65] presents a prediction method to detect profane
language by a player used to harass a different player in their own team.
The second sub-theme highlighted by our analysis contains works that try to address identity-

based attacks. We differentiate intervention systems in this theme by the fact that they try to address
toxic behavior aimed at a person’s identity. Examples of this include sexual harassment, racism,
personal insults, and discrimination. This includes work by Fox and Tang [26], who discuss the use
of common in-game features like avatar selection and username choice to appear as a male player,
attempting to prevent gender-based harassment. Similarly, work by Balci and Salah [5] aims to aid
moderators in processing user complaints including sexual harassment. Lastly, Busch et al. [11]
discuss the use of Terms of Service (TOS), End User Licence Agreements (EULA), and community
guidelines to explicitly express rules to regulate behaviors including misogyny, racism, and hate
speech.

5.1.2 General Toxic Behavior. The other type of intervention systems addresses general toxic
behavior, which are acts not targeted at a specific person. Those are sometimes accepted and
normalized within gaming communities. While sometimes normalized, these behaviors are often
still disruptive. Clear examples of this can be undirected negative expressions to the player’s
own team, which lowers morale [97], or griefing, which intentionally disrupts another player’s
experience.

Within this theme, we defined three sub-themes. The first sub-type is toxic communication , such
as addressed with interventions by Stepanova et al. [90], Daily [18] and Woo et al. [105], who all
propose systems that detect vulgar, profane, or negative language. In the second sub-theme, we
grouped toxic behaviors that are not communication , e.g., griefing, malicious behavior, and trolling,
such as works by Kou and Gui [51], Prather et al. [75] and Tomkinson and van den Ende [96]. Finally,
there were intervention systems that addressed general and unspecific types of toxic behaviors.
Multiple interventions that belong in this sub-theme are proposed by Reid et al. [76], which include
intervention systems that help players affected by any type of toxic behavior. Frommel et al. [29]
proposed a prediction approach allowing subjective assessment of social interaction quality, which
would work for any type of toxicity.

5.2 RQ 2: What Sites Are Researchers Using to Combat Toxicity?
Another important element of intervention systems is the entities through which they act, which we
describe as the site where they act. These sites represent real-world entities and their characteristics,
which can be leveraged as vectors to combat toxicity. We defined two overarching sites: players
and platforms. Within this distinction, 18 intervention systems act through the player and their
characteristics that we summarize in three sub-themes: exposure, awareness, and mood. Further, we
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identified 24 interventions that act through the platform site. Within this theme, we defined a more
complex structure, including human moderators and toxic content.

5.2.1 Exposure. In the exposure sub-theme, we find intervention systems that reduce exposure
to toxicity for the player. Examples include multiple interventions proposed by Reid et al. [76],
for example, a blocklist—enabling players to control who can interact with them—and a system
that transforms toxic text into funny messages—effectively removing toxic messages before they
are displayed to the player. Fox and Tang [26] discuss how female players use common in-game
functionalities like avatar and username selection to mask their gender, reducing exposure to
gender-based harassment.

5.2.2 Awareness. The second sub-theme we defined was awareness, which can be a powerful site
for an intervention system, This includes approaches by Busch et al. [11], who describe terms of
use and end user license agreements to regulate and govern online spaces. While these systems are
defined and distributed on the platform site, their effect acts through the players’ awareness of
these rules and social norms in the game. Another approach is demonstrated by Kaiser and Feng
[45], who show that players can be made aware of the behavior of other players through a public
metric in order to inform their decision on whether to play with them.

5.2.3 Mood. Lastly, we defined mood as a site for intervention. Sadly, it is not always possible to
prevent all toxic behavior, e.g., because of the subjective nature of what is considered toxic [6].
Therefore, there is value in creating intervention systems that help repair the mood of the affected
players. In our dataset, we found approaches that directly aim to provide mood repair, such as
those by Reid et al. [76] who propose presenting the player with the use of positive voice lines by
in-game characters, or by displaying images of cute animals. Other approaches discussed by Reid
et al. [76], Kou and Gui [52], and Kou [50] explore reporting and removing negative players from
gameplay. While generally focused on sanctioning the toxic players, such reporting methods have
also been shown to provide feelings of control and mood repair to those who do the reporting [76].

5.2.4 Human Moderators. On the platform site we defined a theme for systems that aid human
moderators, who we consider part of the platform management. For example, this includes a system
by Canossa et al. [13] using in-game behavior to predict toxic behavior and support the work
of community managers. Furthermore, we added work by Balci and Salah [5] who aid human
moderators in the time-consuming task of processing information manually.

5.2.5 Toxic Content. In the second theme on the platform site, we defined a theme for systems
that act through toxic content. Acting through toxic content proved to be a popular research area
with various approaches that we further split with another level of groupings in chat, voice, and
non-communication channels as well as toxic players in general. The first group is interventions that
act on the chat channel, e.g., the detection of toxic messages [64], detection of sexist messages [20],
or detection of profanity in Korean graphemes [105]. The second grouping relates to systems
that act on voice channels, predicting toxicity from audio features [77, 109]. In the group of non-
communication channels, we included systems that are capable of dealing with toxicity that uses
non-communication features such as in-game behavior or performance [29]. Another example is
a system by Andrigueto and Araujo [4], who detect aggressiveness by analyzing feelings of fear,
anger, happiness and sadness. Lastly, we grouped systems that focus directly on the toxic player.
Examples include the detection of toxic usernames [18] and the removal of toxic players with a
decentralized system for banning cheaters and griefers [75].
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5.3 RQ 3: What Methods Are Used by Intervention Systems?
In order to guide future research into intervention systems, we deemed it important to explore how
current systems try to achieve their goals. To do this, we performed another thematic analysis to
find common themes in system designs. In our analysis, we defined five different themes of methods,
all describing unique approaches to dealing with toxic behavior: 1) empowering, 2) supporting, 3)
priming, 4) sanctioning, and 5) detecting.

5.3.1 Empowering. Five intervention systems in our data set use empowerment of the player, i.e.,
giving them tools so that they can combat the effects of toxicity themselves. The systems in this
group enable the player to act against a toxic player or to reduce the chance of being targeted by
toxicity. Systems that allow players to act against toxic players are demonstrated by Reid et al. [76]
and Kou and Gui [52], who demonstrate systems that allow players to block misbehaving players
or report their behavior to the games’ moderation team. The work by Fox and Tang [26] explains
in-game systems that enable players to hide their real-life identity, preventing gender-based toxicity.
Lastly, the system presented by Kaiser and Feng [45] proposes an extension for the game World of
Warcraft [21] that enables players to rate the behavior of other players, allowing others to see a
player’s social score before choosing to engage with them.

5.3.2 Supporting. Five intervention systems have supporting as their method for reducing the
effects of toxicity. This method focuses on providing support to the player exposed to toxicity.
This is currently only attempted by Reid at al. [76] who proposed all intervention systems in this
theme. The systems include the use of positive voice lines by the in-game characters that can be
requested at any time, showing pictures of cute animals to relieve stress, requesting support from
one’s teammates, and transforming toxic text into funny messages. The work demonstrated that all
of these systems are effective in reducing the stress experienced by victims of toxic behaviors, but
it also highlighted that players are not always open to being supported in such direct ways.

5.3.3 Priming. Priming is another effective method to reduce toxicity. We identified four inter-
vention systems that rely on this method. Creating awareness of what is allowed or acceptable
and what is not enables players to self-moderate and moderate each other. This is demonstrated
by work by Busch et al. [11] who explore how game publishers regulate and govern their games
by having players accept terms and conditions in documents like the terms of use and end user
license agreements. These documents often contain the rules of a platform and state that failure to
comply with these rules may end in account termination. Priming users with this knowledge aims
to lead to better behavior. Another example is a system by Brewer et al. [10]. Their paper discusses
the development and deployment of the GLHF (Good Luck Have Fun2) awareness campaign on
Twitch. Through this campaign users of the platform were able to pledge to a social contract stating
rules for better social interaction quality in and around video games. Those who made this pledge
received a badge next to their name in the Twitch chat. This proved to be so effective that users
were found to correct the behavior of other users who misbehaved but had the badge, even going
so far as to report them to the GLHF team. When players were confronted with their behavior, they
often showed remorse and improved their behavior afterwards, highlighting the strong effect of
these social rules.

5.3.4 Sanctioning. Sanctioning is perhaps one of the first things that comes to mind when thinking
about intervention systems in online games. Many online games have a way of controlling the
players through sanctions. Those who misbehave often receive sanctions ranging from being
disallowed to communicate to temporary removal and in some cases permanent removal from the
2https://www.anykey.org/pledge
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game. We identified six intervention systems that rely on this method. The concept of flagging
players, removing players, and moderation has been well documented by Kou and Gui [52] and
Kou [50], Kou and Gui [51]. Prather et al. [75] propose a system for decentralized detection and
player removal system. This is useful for multiplayer games that do not rely on a central server in
their game design. Lastly, we included the system proposed by Daily [18]. This system filters chat
messages and vulgar usernames. While such filtering might not immediately seem like a sanction,
it does take away privileges of communication or freely choosing names.

5.3.5 Detecting. The last method we defined is detection. Detection is one of the key steps for any
intervention system. It is also the largest theme we defined, with 18 intervention systems relying
on this method. For any subsequent intervention to occur, there first has to be a form of detection.
This is commonly achieved through the use of machine learning algorithms, however, detection
also includes human input through a player or moderator. Compared to the other categories in this
thematic analysis, the systems in this grouping only perform this detection step and therefore do
not help combat toxicity without further steps. While they do not contain an action element, their
contributions are valuable. For example, Canossa et al. [13] demonstrate a system that can predict
toxic behavior based on gameplay actions. They go as far as to state that proactive action would
be possible, eliminating the need for a validation step by human moderators. Frommel et al. [29]
hint at similar functionality through continuous monitoring of social interaction quality and Reid
et al. [77] also mention the possibility of proactive action. While all of these works state that this
concept is untested, it does highlight that there is research interest. While proactively intervening
in potentially toxic behavior has potential downsides (e.g., removing falsely flagged and innocuous
content or preemptively scrutinizing non-toxic players), predictors accurate enough to perform
such a task would be extremely useful when implemented in a way that they can prevent harm.

5.4 RQ 4: Are Interventions Applied Before or After Harm From Toxic Behavior Occurs?
To assess when intervention systems are applied, we created a deductive coding scheme during
the screening phase. We coded systems with before or after, depending on when the system would
act. We found that 31 intervention systems act after toxicity occurs. The remaining five perform
this task before. We only coded five intervention systems as acting before toxicity, e.g., including
work by Busch et al. [11] who describe legal agreements that aim to nudge players towards better
behavior before they are toxic. Similarly, Fox and Tang [26] describe the act of gender masking as a
coping strategy that women use against harassment. We included this as a system that acts before
toxicity because it can help avoid exposure. It does make for an exceptional case because gender
masking is performed before toxic behavior occurs, however, it is likely a reactive action to prior
experienced toxic behavior. We observed that the majority of intervention systems take action
after toxicity, which is easier because there is a clear trigger for intervention. These interventions
include artificial intelligence (AI) systems that detect if toxicity has occurred (e.g., [58, 64]) and
the systems that provide mood repair after exposure to toxicity [76]. Furthermore, we coded three
approaches for toxicity detection [13, 29, 77] as after toxicity, although the papers explain that
their systems could be used in a proactive manner (i.e., predicting toxicity before it happens). As
described in Section 5.3.5, these papers state that this concept is possible, but none of the papers
demonstrate it.
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5.5 RQ 5: How Are Researchers Evaluating the Effectiveness of Their Intervention
Systems?

In order to answer this research question, we use three sub-questions: “What metric do authors use
to evaluate their interventions?”, “Do Authors Evaluate Existing or Novel Interventions?”, and “Do
Authors Evaluate Their Interventions in Realistic Settings?”.

5.6 RQ 5.1: What Metric Do Authors Use to Evaluate Their Interventions?
A critical component of system design is its evaluation. This step allows the creators of a system to
validate whether design criteria and overall quality goals are met, and to evaluate and quantify
the effectiveness of the implemented solution. Intervention systems are no exception to this. An
effective intervention could have the potential to improve the experience of video game players
worldwide. Hence, valid and insightful evaluations are greatly desirable. We defined different
evaluation approaches:model performance, user studies, simulations, and content and system analysis.
In addition, some systems were not evaluated.

5.6.1 Model Performance. We found that 17 intervention systems are evaluated based on model per-
formance. As noted, many interventions in our data set are detection approaches using AI/machine
learningmodels on chat data [8, 98]. Such approaches are usually evaluated with model performance
metrics, such as accuracy, precision, or F-measure, a single score depicting a balanced calculation
of precision and recall [101]—metrics that can be used to quantify the performance of a classifi-
cation model. Another metric used is the diagnostic odds ratio, which is another assessment of
effectiveness for binary classification problems, and is found in an intervention system performing
semantic analysis of in-game chat for cyberbullying, presented by Murion et al. [64].

5.6.2 User Studies. 17 intervention systems in our data set were evaluated with a user study. 10
evaluations use qualitative methods with different methodological approaches. Kou and Gui [51]
performed an analysis of forum threads about moderation on the official League of Legends [31]
forum, exploring the concept of governing the online game with humans and with AI. Another
study by Reid et al. [76] let players describe what they desired from in-game support tools. Lastly,
Kou [50] performed a qualitative analysis of player discourse on the concept of permanent bans
in League of Legends. 7 intervention systems were evaluated with a quantitative user study. For
example, Reid et al. [76] the effectiveness of their interventions quantitatively measuring mood
before and after using an intervention focused on mood repair. Fox and Tang [26] assessed women’s
experience of harassment and the use of coping strategies in an online game context with a survey
and Brewer et al. [10] report findings from a community-driven intervention deployed in the wild
amongst 370.000 gamers and evaluated with usage statistics. There are some cases where user
studies also included mixed methods (e.g., [76]), which is valuable because it can provide deeper
insights. For example, such an evaluation showed that an intervention is effective but potentially
still rejected by some players as silly [76].

5.6.3 Simulations. Two intervention systems were evaluated through simulations [45, 75]. As
opposed to using real players for their evaluation, these system designs allowed for computational
testing of their functionality. In both cases, a simulated environment was used to validate the
performance and whether design criteria were met.

5.6.4 Content and System Analysis . Two of the intervention systems were evaluated through
a content and system analysis. Busch et al. [11] analyze different legal documents and the im-
plementation of their policies. Their assessment analyses how two different companies justify
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Fig. 2. Distribution of intervention systems across RQs 1–3 and RQ 5.1.

and legitimize their legal efforts. Tomkinson and van den Ende [96] have analyzed the effect of
intervention through positive reward in the endorsement system of the game Overwatch.

5.6.5 No Evaluation. For 3 interventions, the corresponding paper did not include an evaluation.
Some interventions were presented in non-archival publications or as preliminary findings without
a full evaluation, e.g., Daily [18] and Stepanova [90].

5.7 RQ 5.2: Do Authors Evaluate Existing or Novel Interventions?
In the corpus, 28 interventions were a novel way of addressing toxic behavior, meaning that they
proposed a new intervention system. The remaining 8 studies represented an existing intervention
system, meaning that they evaluated a system that is actively being applied in a gaming context.
We observed that the majority of the collected papers proposed novel interventions (e.g., auto-
matically detecting cyberbullying comments [102] or using conversational networks for online
moderation [72]) while existing systems (e.g., the endorsement system in Overwatch [96]) are less
commonly studied.

5.8 RQ 5.3: Do Authors Evaluate Their Interventions in Realistic Settings?
In order to assess how realistic the evaluation processes were for intervention systems, we coded
systems based on two factors. We define a realistic evaluation as one that most closely resembles
a real-world situation, in which an intervention system would act. For each intervention system,
we coded whether the intervention system was based on a commercial setting and whether the
intervention system had been evaluated with players. We observe that 22 intervention systems are
based on commercial settings, either using data that originates from commercial settings or assessing
systems used within commercial settings (e.g., [20, 45]). The remaining 14 intervention evaluations
were not based on commercial settings (e.g., [75, 90]). Out of the 36 intervention systems, 12 are
evaluated with players (e.g., [51, 76]) while the majority of the intervention systems (𝑛 = 24) was not
evaluated with players (e.g., [58, 87]). By combining these two factors, we observed that only five
of the interventions are evaluated with players and based on commercial settings ([10, 26, 50–52]).
A full overview of our findings is reported in Table 6. The relationship between evaluation with
players and based on commercial settings was not significant, 𝜒2 (1, 𝑁 = 36) = 2.864, 𝑝 = .091.
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5.9 Identifying Patterns and Research Gaps Through Cross-Tabulation
To provide concrete guidance for future work into novel intervention systems we cross-tabulated
data from the different themes, identifying areas of interest in the current design space. Table 7 to
Table 9 allow for a categorical comparison between three of the four key themes of intervention
systems discussed in this paper: types of toxicity, toxicity sites, and intervention methods. We did
not include evaluation approaches here, as these do not define a unique aspect of an intervention
system’s design, but included them in the Appendix for interested readers.
In Table 7, we observe that empowerment and support are underrepresented intervention

methods for all types of toxicity, except for unspecified toxicity. Further, we see that detection of
harassment, identity-based attacks, and toxic communication are well studied areas in the design
space. Table 8 shows the cross-tabulation between intervention methods and intervention sites.
We observe that none of the intervention systems in our data have applied supporting, priming,
or empowering through the site of the platform. For example, no work has looked into providing
support, e.g., mood repair, to human moderators who are exposed to a lot of toxicity by the nature
of their jobs. Therefore, they may also benefit from support mechanisms. Lastly, we see that
priming of a player’s mood has not been attempted. Priming players with positivity might be able
to reduce toxic outbursts. When comparing types of toxicity and intervention sites (see Table 9), we
observe that targeted attacks (harassment and identity-based attacks) are only well studied in chat
content. There is not much research about such targeted attacks in the voice communication and
non-communication content sites, indicating a gap. This is problematic because targeted attacks
can also occur in such channels. In its latest report, the Anti-Defamation League even states that
harassment amongst young people (aged 10-17) most commonly occurs through voice channels,
with a rise from 39% up to 53% between 2021 and 2023 [57]. On a positive note, we see strong
research interest in communication based toxicity in chat channels. Further, we can see interest in
player-awareness-based intervention systems for all types of toxicity (see Table 9).

6 Discussion
6.1 Summary of Findings
In summary, intervention systems in the literature aim to combat two main types of toxicity:
targeted toxic behavior and general toxic behavior, act through players and platforms to achieve their
goals, and employ five methods that intervention systems use to achieve their goal: empowering,
supporting, priming, sanctioning, and detecting. We categorized intervention systems based on
when they act and found that most current systems act only after harm has occurred. Finally,
we explored if and how these intervention systems were evaluated. We found that most systems
are novel solutions while there is a gap regarding the evaluation of existing interventions (e.g.,
bans, reporting) as well as evaluations in the context of commercial settings and with players. We
synthesized these findings across our analysis dimensions and provided an overview that can be
used as a design space of intervention systems.

6.2 How Current Intervention Systems Work
We categorized systems based on where they act (sites, RQ2) and how they work (methods, RQ3).
Our analysis provides an overview of the state of the literature and gaps within it.

6.2.1 Sites. Regarding sites, we categorized interventions in two themes: players and platforms,
which aligns with previous findings in content moderation research [82] As toxic behavior mostly
originates from players and is aimed at players, one might expect that the player theme would be the
largest. In practice, only 43 percent of intervention systems act through the players, including both
the toxic players (e.g., informing players about their own negative behavior [90]) and the targeted
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players (e.g., through mood repair [76]). We believe that there is potential in systems that act
through players. For example, the mood repair systems proposed by Reid et al. [76] were effective at
providing positive effects. Furthermore, creating player awareness has been demonstrated to have
positive effects on behavior [10]. Lastly, enabling players to control their own exposure to toxic
behavior can facilitate personal boundaries for these behaviors. This allows players to self-regulate
their exposure to toxicity, reducing the risk of community pushback when strict interventions are
imposed on the entire community of a game by its developer [80]. Our findings demonstrate that
there could be more approaches that focus on the player. This could empower them to control their
own gaming experience, stimulate better behavior and provide support when all other methods fail.

On the other hand, the second theme comprised of interventions that act through the platform
site. Within that, a significant majority of the interventions fit in a sub-theme that acts through
toxic content. Most of these systems act on the toxic content with a focus on text-based commu-
nication and only three systems acting on voice-based toxic content. This is interesting, as voice
communication is important and widely used in high-paced and high-stakes gaming situations.
Specifically, these situations are known to foster toxic behavior more than calmer gameplay [1],
highlighting the need for interventions applied to voice channels (and non-communication).

6.2.2 Methods. Considering themethods of interventions, nearly half of the systems are approaches
that focus on detecting toxicity. Importantly, the overwhelming majority of detection systems focus
on chat-based data (see Table 8), which is certainly valuable, but limited in scope. This trend can
potentially be explained by advances in text analysis and the prevalence of text as a communication
channel in many games. However, toxicity also happens in other channels like voice communication
or through in-game behaviors, for which there are far fewer intervention methods. Such approaches
would be valuable to pursue to bridge the gap, while recent advances in novel AI approaches (e.g.,
multimodal foundation models like Gemini [32]) may be viable to help with detection in video
or audio. While toxicity detection is essential, it does not help combat toxicity alone without
subsequent action like filtering. One such follow-up is sanctioning, which is another theme for
methods used in the dataset. Together, detecting and sanctioning toxicity can be an effective strategy
for combating toxic behaviors. Sanctions comprise restrictions limited to a communication channel
(e.g., text bans), time (e.g., temporal bans), or play mode (e.g., low-priority matchmaking queues)
as well as permanent removal from games. While such punishments of course are essential for
removing players who are continuously toxic, it is unclear whether (temporary) sanctions are
effective at changing a toxic player’s future behavior. We do believe that normalization of such
behavior could be fought using more enforcement and the stimulation of more positive social
interaction in games. Another interesting theme featured approaches focused on priming, which
includes legal contracts [11] and awareness campaigns [10]. This method can target all types of
players and potentially effectively and proactively nudge players toward better behavior. Yet, such
methods are commonly difficult to implement in an effective way: For example, agreements like
codes of conduct are often inaccessible to users [33], while awareness campaigns require reaching
lots of players, a feat out of reach for many research labs. Further, it is also non-trivial to measure
the effectiveness of such solutions in a real-world setting. The two remaining approaches center
on the targeted players. Several approaches focus on empowering players in that it gives them
additional tools so that they can combat toxicity themselves. For example, we include user-centered
approaches to moderation, such as blocking, which allows users to take control over their own
exposure. Such control-over-exposure approaches have recently been suggested as a way to combat
toxicity in games [27] and studied as a way of personalized moderation in social media [42, 43].
Finally, there are some approaches for supporting targeted players, such as via mood repair [76].
From these findings we can argue that the application of different intervention methods can help
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combat different types of toxic behavior in online games, which is in line with findings in content
moderation research [83].

6.3 Future Toxicity Interventions
Our cross-tabulation of research results allows us to make suggestions for future intervention
systems by highlighting potential research gaps in the current design space of intervention systems.
For example, we believe that both victims of toxic communication and targeted attacks might
benefit from support and empowerment, for whom it could possibly reduce direct and long-lasting
impact. This area is currently underpopulated in the design space. Further, we observed that while
human moderators are perhaps most commonly exposed to toxicity by the nature of their jobs,
there is no approach to provide support for them helping them deal with such content. This gap in
the design space, combined with existing literature from the social media space on moderators’
mental wellbeing [79] highlights the need for such support mechanisms. Overall, we found that
the various methods used in the reviewed papers demonstrate a broad and diverse research scope.

6.4 Different Interventions For Different Types of Toxicity
In our analysis, we differentiated intervention research focused on specific types of toxicity, includ-
ing general toxic behavior and targeted toxic behavior. Considering the nuances between different
types of toxicity is essential for implementing interventions. For example, general toxicity is usually
undesirable in a games context but also normalized and sometimes acceptable in certain contexts.
For example, in many (adult) contexts, using a swear word such as "F***k yes" can be considered
acceptable. Recent work has argued for the potential of individual control over exposure as a
way to combat toxicity [27]. Such approaches would be considered interventions that decrease
exposure, while also providing nuance to interventions, e.g., allowing for trash talk in games for
those that do not consider them toxic [29]. This is in line with other recent research that found
that a player’s offline culture has a significant impact on the occurrence and perception of toxic
behavior [48], increasing the difficulty of assessing what is acceptable and what is not. On the
other hand, targeted toxic behavior like harassment and identity-based attacks are never acceptable.
This should be considered in intervention design, e.g., with detection approaches or sanctions that
can differentiate between them. This is also important because some approaches for general toxic
behavior may not work when applied to targeted toxic behavior, e.g., a word filter that a harasser
can easily circumvent. On the other hand, such targeted toxic behavior may be suitably addressed
by other approaches like awareness campaigns, similar to training interventions for (non-game)
cyberbullying [16, 95].
In the same way, we also think that it is necessary to consider differences in where toxicity

happens from an interventions perspective. For example, approaches that identify toxicity in
communication, e.g., [87, 109], may not be applicable to detect non-communication toxicity such
as griefing, which can happen through gameplay instead of chat. Due to the wide variety of
communication options in games and the wide prevalence of toxicity among those channels, more
research must examine how to detect and combat toxicity in different channels and sites. Systems
with unspecified toxicity aims can serve multiple roles, for example enabling players to manage
their experience around toxic players [45], or interventions such as removing a player from the
game based on various types of undesirable behavior [50].

6.5 There Is Glory in Prevention
In our analysis of how intervention systems act, we assessed when they take action. Most of the
intervention systems in the literature act only after harm has already occurred. This is natural,
as most systems intervene as a reaction to toxic behavior, e.g., detecting, sanctions, or aftercare.
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Intervention systems that intervene before toxicity have huge potential because they could prevent
harm instead of mitigating it. We recognize that this is challenging because it relies on approaches
that reliably predict toxicity to trigger intervention (which is hindered by the lack of tools for
this purpose and the subjectivity of toxicity [28]), or the development of systems that lead to
more positive communities and player interactions [96] (which is difficult due to the increasing
normalization of toxicity [6]). While certainly difficult to implement and in need of more research,
proactive and preventative approaches that act before toxicity are promising, ideally preventing
harm before it occurs. This could involve approaches to reduce exposure [27] or approaches that
actively manage the players’ mood during gameplay. For example, an intervention system could
predict frustration using low-level interaction trace data from input devices (e.g., [22, 30, 61]),
behavioral metrics like body posture (e.g., [78]), or game performance measures (e.g., [29]) and
intervene before it progresses to raging. This intervention could deliver distractions to the toxic
player in-game (e.g., provide automated suggestions for changing match strategies), external devices
(e.g., interactive stress relief devices similar to stress balls), or suggestions for emotional control
(e.g., controlled breathing).

6.6 Developing and Evaluating Interventions
As the next step of our literature study, we assessed the evaluation practices of the proposed
intervention systems. The metrics used to evaluate intervention systems align with five themes,
with a majority of interventions fitting into two of them. User studies and model performance both
make up 42% of the evaluations. It is promising that many intervention systems are evaluated
with user studies. This is valuable as it can provide a measure of external validity, as this type of
evaluation incorporates the players’ experiences, and should therefore be representative of the
population that we want to protect with interventions. Another large part of evaluation approaches
is based onmodel performance. Such evaluations are applied to approaches that use models to detect
toxicity, for which they are essential for providing evidence for the validity of a prediction model.
However, there is a gap in evaluations connecting such detection approaches together with other
moderation approaches like sanctioning or filtering and how they affect players.

In our analysis, we found that most intervention systems are novel, which is encouraging. There
is a lot of value in the creation of new systems. Such research can help improve the current state of
the art and accordingly is also the core of artifact contributions in HCI [104]. However, there is also
value in assessments of existing systems to better understand existing strategies and to evaluate
their effectiveness. Such work can provide valuable insights, such as highlighting that reporting is
often misused [52], while also arguing the potential benefits like mood repair through the act of
reporting [76]. Especially considering external validity, this points to a gap in the literature about
the evaluation of already existing interventions. Ultimately, the game industry also works hard
on implementing systems that combat toxicity. However, we do not know much about the design
and evaluation of such solutions. Future work may benefit from contributions that investigate
toxicity interventions that are commonly used in games (e.g., more research on reporting, muting,
or blocking) or larger systems (e.g., Dota 2’s new player behavior system3). Regarding the question
if authors evaluate their intervention systems in a realistic setting, we think there is a potential
to improve the external validity of intervention systems. In our analysis, we found that only five
interventions were evaluated with players and based on commercial settings. Such evaluations
are beneficial because they consider the dynamics of play. Evaluation of interventions outside
of realistic contexts may not fully capture how they would work in existing commercial games

3https://www.dota2.com/summer2023: personalized matchmaking; new reporting system; recognizing good reports; real-
time processing of toxic chat; and behaviour and communication scores
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with other expectations and norms. Similarly, involving players in the evaluation is essential
for assessing effectiveness and user acceptance. For example, some study participants considered
approaches to mood repair as silly, highlighting the need for appropriate integration and subsequent
evaluation [76]. Thus, evaluations with players in commercial settings are particularly insightful
and valuable, such as those focused on systems in League of Legends [50–52] and coping strategies
that could inform interventions [26]. Only Brewer et al. [10] have proposed a novel system that was
evaluated with players and in commercial settings, namely a public awareness campaign working
through Twitch and not in gameplay. Out of the five intervention systems acting before toxicity,
three include evaluations of existing systems [11, 26, 96]. The fourth intervention [18] dates back
to 2006 and was part of an online network that no longer exists. Since then, only Brewer et al.
[10] proposed an approach for an intervention system that could prevent harm. To summarize,
evaluation in intervention research could be stronger by including players directly and applying
them in commercial settings. Such evaluations are essential for estimating the effect in a real-world
context. While understanding the complexity of such an evaluation, we strongly suggest such
approaches for a comprehensive evaluation of future intervention research while this would be
valuable for existing interventions too.

6.7 Closing Gaps Between Academia and Industry
Our analysis showed many novel intervention systems, but we rarely see them being tested in
commercial games. We believe that there is mutual gain to be had in collaborating on projects.
For academic researchers, collaboration can enable better research through realistic and current
data, evaluation studies with higher external validity, and societal impact through embedding
intervention approaches into contexts where they can combat harm. On the other hand, the game
industry can benefit from academic research that provides rigorous empirical evidence about the
effectiveness of interventions, algorithms and system components, and design considerations for
intervention tools. For researchers in both academia and industry, we provide an overview of
currently existing intervention systems, their goals, methods and evaluation approaches. This
overview can guide research by highlighting the design space of interventions from prior research.
Further, we provide insights into the areas of the design space that are currently unexplored, guiding
future work. Ultimately, everyone interested in reducing the harm of toxicity will benefit from more
collaboration and applied interventions integrated into commercial games, including researchers,
game makers, community moderators, and ultimately players.

7 Limitations & Future Work
There are a few limitations to our study. First, as a systematic literature review, our literature search
is limited to the scope of our goals and the search terms that we used. For example, work by Grace
et al. [33] that describes codes of conduct is not in our data set, because no toxicity keyword is
mentioned in the title or abstract. Similarly, work by Sengün et al. [84, 85] that may be used by an
intervention was out of the scope of our search strategy. We excluded work like Komaç et al. [46]
that presents a standalone serious game to increase awareness about trolling. While the approach
of a serious game can help combat toxicity, our objective was to explore interventions that are
embedded in online games or game environments where toxicity occurs. A serious game designed
to raise awareness of toxicity, or promote effective self-regulation, is not a component of the game
in which toxicity occurs. Further, we did not include non-game interventions in our review, such
as approaches applied to social media that provide feedback to toxic users [106], which may have
potential for application in online games.

Second, we used active learning to assist in the abstract screening. This is a novel approach that
can substantially reduce time and effort in screening irrelevant papers [62, 100]. There are early
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explorations the performance of active learning methods in general [110] and ASReview specifically
[100] that suggested very high accuracies [24, 99]. However, this approach still remains less well
understood compared to traditional, manual screening. In comparison to other examples (e.g.,
[100]), we used a conservative stopping threshold (10% of data without an inclusion) to mitigate
potentially missing references, while relying on the algorithm to support the assessment of records
that have a high likelihood of being included.

Third, we note that our analysis method was an interpretive process that clustered and aligned
the papers based on their characteristics through multiple iterations and discussions (with the
first and last authors, and then in later stages with the rest of the author team). Care was taken
to keep the papers accurately presented and aligned with the broader literature, but of course,
the resulting categorization (i.e., themes) is shaped by the authors’ understanding of the field as
a whole. To provide context on this [60, 93], we note that the first, third, and last author were
closely familiar with toxicity literature and games in general, while the other authors involved in
the later discussion provided games research backgrounds in other areas of the field. Our analysis
was guided by shared knowledge covering a variety of different game genres and gaming spaces,
computer science, information science, and HCI backgrounds and involvement in HCI and Games
communities. Through personal experience, prior research of the authors, and examples in the
literature, we interpreted the information to define our initial themes. Theme generation was further
progressed by discussions amongst the entire team. Different researchers may generate slightly
different themes, but we believe that the final results are well-suited to constitute a foundational
understanding of toxicity interventions. Through this method we have illuminated the intervention
system space on a broad level. Future work can extend on this by exploring individual intervention
systems on a more in-depth level using existing related frameworks as deductive coding schemes,
such as the trade-off-centered framework of content moderation by Jiang et al. [44] or the different
emotions, perspectives, and behaviours experienced by users in content moderation as identified
by Ma et al. [59].

Finally, as a literature review of research papers, we cannot provide insights about interventions
applied in the games industry. Several companies already apply interventions in their game en-
vironments (e.g., in Overwatch [39] or Dota 2, or on FACEIT [14, 15]). In this paper, we do not
include this industry perspective on interventions, but highlight it as an interesting direction for
future work, e.g., analyzing blog posts or transparency reports discussing interventions, release
notes that describe new approaches, or community discourse on platforms in online communities.
Further, it would be valuable to interview game industry representatives about their opinions on
toxicity interventions.

8 Conclusion
In this paper, we presented a systematic literature review on toxicity interventions in online
games, making several key contributions. First, we show that intervention systems predominantly
emphasize addressing toxicity within communication channels, leaving other channels, such as
gameplay-related toxicity, largely unexplored. Notably, the majority of existing systems concentrate
on addressing in-game chat; few intervention systems specifically address toxicity through voice
channels. These findings highlight a research gap in designing interventions for one of the most
likely places in which toxic behaviors occur. Moreover, our findings demonstrate that a healthy
distribution intervention systems operate within the confines of the gaming platform itself (e.g.,
platform-side detection of toxicity) and interventions that act via the player. For example, this
includes empowering players to combat the effects of toxicity themselves, creating awareness of
how their communications and behaviours are received, or repairing mood after exposure has
occurred. Additionally, our findings reveal that a substantial amount of intervention systems only

Proc. ACM Hum.-Comput. Interact., Vol. 8, No. CHI PLAY, Article 315. Publication date: October 2024.



315:22 Michel Wijkstra et al.

perform toxicity detection, while other steps (e.g., subsequent sanctions) are not explored to the
same degree. We advocate for increased attention in future research to methods that combine
detection with active intervention. We found that there are far fewer intervention systems that
act before toxicity affects another player than interventions acting before toxicity, pointing to a
gap in approaches that can prioritize harm prevention over mitigation strategies. In considering
the approaches for evaluating the efficacy of the interventions, our findings demonstrate that
user study results and model performance are the most common metrics employed. While user
studies offer high external validity, we acknowledge that their execution can be challenging, and
that approaches to quantifying or qualifying harm prevention are still in their infancy. Lastly, our
analysis highlights limited validation approaches that gather data from players or that are based
on commercial games and game environments, pointing to an opportunity and a need to enhance
the external validity of toxicity intervention research. In conclusion, our study identifies multiple
research gaps in toxicity intervention research, providing valuable insights into the current state of
the field. These findings offer new insights related to the designs, goals, and evaluations of toxicity
interventions, and provide valuable guidance to researchers interested in developing and assessing
approaches to combat toxicity in multiplayer online gaming.
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Table 1. All intervention systems in our study including IDs, the respective papers, and a short description.

ID Paper Title Short Description of Intervention Method

1 Reid et al. [76] Positive Voice Lines - Supportive message from virtual characters.
2 Reid et al. [76] Riddikulus - Adding humorous messages to the text chat.
3 Reid et al. [76] Blocklist - Control over perpetrators through muting and blocking.
4 Reid et al. [76] Eyebleach Pictures - Generate positivity and mood relief through ex-

posure to cute animal pictures.
5 Reid et al. [76] Friendly Messages - Supportive message from other players.
6 Reid et al. [76] Send a Message - Relieve the burden of dealing with a toxic player by

mediation through the game.
7 Reid et al. [76] Report misbehaving players.
8 Kou and Gui [52] Flagging - generated by either users or automated tools and sent to

an adjudication process that determines whether the fagged behavior
constitutes a violation

9 Canossa et al. [13] Prediction if a player is toxic by observing in-game behavior.
10 Murnion et al. [64] Detection of cyberbullying through semantic analysis.
11 Märtens et al. [65] Toxic message detection in chat logs.
12 Kou [50] Assessment of the permanent ban as a punishment strategy.
13 Blackburn and Kwak

[8]
System that predicts the outcomes of a crowd-sourced anti toxic be-
havior tool.

14 Kaiser and Feng [45] Distributed player reputation system which enables players to avoid
anti-social peers.

15 Neto et al. [68] Detecting toxic conversation through chat topic recognition.
16 Neto and Becker [67] Detecting toxic conversation through chat topic recognition.
17 Reid et al. [77] Detection of toxicity through in-game audio fragments.
18 Ekiciler et al. [20] Text analysis with text mining to detect sexism.
19 Balci and Salah [5] Validation of user reports using machine learning.
20 Kou and Gui [51] Governance system for an online game with humans and with AI.
21 Frommel et al. [29] Evaluation technique for the quality of social interactions in video

games.
22 Vo et al. [102] Prediction method for cyberbullying in online game forums of League

of Legends and World of Warcraft.
23 Stepanova et al. [90] Verbal aggression detection and reflection for gamers.
24 Cornel et al. [17] Cyberbullying detection using convolutional neural network.
25 Papegnies et al. [72] Automatic abuse detection using conversational networks.
26 Yousefi and Em-

manouilidou [109]
Convolutional neural network used to analyse audio samples in order
to detect toxicity.

27 Lee et al. [58] A multi stage detection system for abusive text.
28 Woo et al. [105] Detection of profane language in Korean graphemes.
29 Busch et al. [11] Legal tools to govern communities in World of Warcraft.
30 Andrigueto and Araujo

[4]
Model of fuzzy logic that can assess aggressiveness.

31 Si et al. [87] This paper proposes a tool that tests AI-driven text generators for toxic
responses.

32 Tomkinson and
van den Ende [96]

Assessment of the Overwatch endorsement system.

33 Prather et al. [75] Decentralized algorithm for detecting cheating and griefing.
34 Brewer et al. [10] Digital social awareness campaign through Twitch.
35 Fox and Tang [26] Coping strategies by creative use of existing in game systems like

avatars and usernames.
36 Daily [18] Word filtering for Sony’s world wide network for Playstation 2
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Table 2. Themes and associated systems for types of toxicity (identifiers in bold occur in multiple categories)

Theme Sub-theme Description Intervention ID

Targeted Toxic
Behavior

Harassment Behavior that repeatedly demeans, humiliates,
and intimidates another player.

9[13], 10[64],
11[65], 17[77],
19[5], 22[102],
24[17], 25[72],
29[11], 32[96],
34[10]

Identity-
Based Attacks

Toxic behavior aimed at a person’s identity 15[68], 16[67],
18[20], 19[5],
25[72], 27[58],
29[11], 34[10],
35[26]

General Toxic
Behavior

Toxic Commu-
nication

Untargeted but undesired behavior through com-
munication channels

9[13], 11[65],
15[68], 16[67],
17[77], 20[51],
23[90], 26[109],
28[105], 30[4],
31[87], 32[96],
36[18]

Non-
Communication

Untargeted but undesired behavior through non-
communication channels such as gameplay ac-
tions

9[13], 20[51], 30[4],
32[96], 33[75]

Unspecified Intervention systems that do not specify or are
not restricted to a specific type of toxicity

1[76], 2[76], 3[76],
4[76], 5[76], 6[76],
7[76], 8[52], 12[50],
13[8], 14[45], 21[29]
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Table 3. Themes and associated systems for intervention sites (identifiers in bold occur in multiple categories)

Theme Sub-theme Group Description Intervention
ID

Player Exposure - Intervention systems that reduce expo-
sure for the player

2[76], 3[76]
35[26],

Awareness - Intervention systems that create aware-
ness amongst players

6[76], 14[45],
23[90], 29[11],
32[96], 34[10]

Mood - Intervention systems that repair the
player’s mood

2[76], 3[76],
4[76],5[76],
6[76], 7[76],
8[52], 12[50],
21[29]

Platform Human
Moderators

- Intervention systems that aid human
moderators

9[13], 19[5]

Toxic Con-
tent

Chat Intervention systems that act on the chat
channel

10[64], 11[65],
15[68], 16[67],
18[20], 22[102],
24[17], 25[72],
7[58], 28[105],
31[87], 36[18]

Toxic Con-
tent

Voice Intervention systems that act on the voice
channel

17[77], 21[29],
26[109]

Toxic Con-
tent

Non-
Communication

Intervention systems that act on in-game
actions.

13[8], 21[29],
30[4]

Toxic Con-
tent

Players Intervention systems that influence play-
ers directly, e.g., preventing profanity in
usernames

12[50], 20[51],
33[75], 36[18]

Table 4. Themes and associated systems for intervention methods (identifiers in bold occur in multiple
categories)

Theme Description Intervention ID
Empowering Providing tools for players to combat the effects of toxicity

themselves
3[76], 7[76], 8[52].
14[45], 35[26]

Supporting Providing support to the player exposed to toxicity 1[76], 2[76], 4[76],
5[76], 6[76]

Priming Creating awareness of what is allowed or acceptable and
what is not

23[90], 29[11], 32[96],
34[10]

Sanctioning Applying sanctions to players, often consisting of various
types of exclusion

8[52], 12[50], 20[51],
23[90], 33[75], 36[18]

Detecting Detecting toxic behavior in different channels 9[13], 10[64], 11[65],
13[8], 15[68], 16[67],
17[77], 18[20], 19[5],
21[29], 22[102], 24[17],
25[72], 26[109], 27[58],
28[105], 30[4], 31[87]
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Table 5. Themes and associated systems for evaluation approaches (Identifiers in bold occur in multiple
categories)

Theme Sub-theme Description Intervention ID

Model Perfor-
mance

- Intervention systems in this theme are evaluated
using model performance metrics (e.g., accuracy
or F1 Score).

9[13], 10[64],
11[65], 13[8],
15[68], 16[67],
17[77], 18[20],
19[5], 21[29],
22[102], 24[17],
25[72], 26[109],
27[58], 28[105],
31[87]

User Studies Qualitative
Methods

Intervention systems in this theme are evaluated
using qualitative researchmethods like interviews
or observation.

1[76], 2[76], 3[76],
4[76], 5[76], 6[76],
8[52], 12[50],
20[51], 35[26]

Quantitative
Methods

Intervention systems in this theme are evaluated
using quantitative researchmethods like validated
scales.

3[76], 4[76], 5[76],
6[76], 7[76], 34[10],
35[26]

Simulations - Intervention systems in this theme are evaluated
using simulations, e.g., simulating a game envi-
ronment to test effectiveness.

14[45], 33[75]

Content and
System Analy-
sis

- Intervention systems in this theme are evalu-
ated using content or system analyses, observing
and/or comparing existing interventions.

29[11], 32[96]

No Evaluation - Intervention systems in this theme are not evalu-
ated in the reviewed paper.

23[90], 30[4],
36[18]

Table 6. Coding of evaluations for intervention systems in our dataset.

evaluated with players not evaluated with players total

based on commercial settings 5 17 22
not based on commercial settings 7 7 14

total 12 24 36

Table 7. Cross tabulation between Intervention Methods (columns) and Types of Toxicity (rows)

Em
po
we
rin
g

Su
pp
ort
ing

Pri
mi
ng

Sa
nc
tio
nin
g

De
tec
tin
g

Harassment 0 0 3 0 8
Identity Based Attacks 1 0 2 0 6
Toxic Communication 0 0 2 3 9
Non Communication Toxic Behavior 0 0 1 2 2
Unspecified 3 6 0 2 2
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Table 8. Cross tabulation between Intervention Methods (columns) and Intervention Sites (rows)

Em
po
we
rin
g

Su
pp
ort
ing

Pri
mi
ng

Sa
nc
tio
nin
g

De
tec
tin
g

Player Exposure 2 1 0 0 1
Player Awareness 1 1 4 1 0
Player Mood 3 4 0 2 0
Platform - Human Moderators 0 0 0 0 2
Platform - Content - Chat 0 0 0 1 11
Platform - Content - Voice 0 0 0 0 3
Platform - Content - Non Communication 0 0 0 0 3
Platform - Players 0 0 0 4 0

Table 9. Cross tabulation between Types of Toxicity (columns) and Intervention Sites (rows)

Ha
ras
sm
en
t

Ide
nti
ty
Ba
sed

At
tac
ks

To
xic

Co
mm

un
ica
tio
n

No
n C

om
m
To
xic

Be
ha
vio
r

Un
spe
cifi
ed

Player Exposure 0 1 0 0 2
Player Awareness 3 2 2 1 2
Player Mood 0 0 0 0 9
Platform - Human Moderators 2 1 1 1 0
Platform - Content - Chat 5 5 6 0 0
Platform - Content - Voice 1 0 2 0 1
Platform - Content - Non Communication 0 0 1 1 2
Platform - Players 0 0 2 2 1
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